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Indoor visible light positioning becomes attractive due to the increasing demands of location-based services. This
Letter proposes an indoor imaging visible light positioning scheme with a sampled sparse light source, image
sensor, and gyro. An indoor positioning cellular with a single reference light source and an off-the-shelf mobile
device is demonstrated. Experimental results show that the 3-dimensional positioning error is only several
centimeters even with a rotated, rolled, and pitched mobile device. The proposed scheme is convenient and cost
effective because the transmitter takes advantage of the existing lighting infrastructure and the receiver is a

commercial mobile phone without any extra accessories.
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Recently, with increasing requirements and applications
on ubiquitous location-based services (LBS), indoor posi-
tioning has become one of the most promising technologies
and has many potential industrial and commercial bene-
fits’. Unfortunately, suffering from high attenuation and
strong multipath effects, the global positioning system
(GPS) cannot work effectively in indoor scenarios. On
the other hand, researches on visible light positioning pro-
vide a new approach on high-precision indoor positioning
with several advantages such as no electromagnetic inter-
ference (EMI) on existing devices and reuses the existing
lighting infrastructures as reference points in positioning,
which performs low-cost, energy-saving, and widely appli-
cable localization services?.

According to the kind of detector on the receive side, the
research about visible light positioning can be categorized
into two types: photodiode (PD) based and image sensor
based. In previous research, many PD-based visible light
positioning algorithms and systems are proposed2?. Jung
proposed a visible light-positioning algorithm based on the
time difference of arrival (TDOA), and proved by simula-
tion that the indoor location accuracy of the algorithm can
be less than 1 cm?. Zhang proposed an asynchronous re-
ceive signal strength (RSS)-based indoor positioning sys-
tem with the positioning error of several centimeters?. For
these visible light positioning systems, the receiver should
include a high-speed PD, which is not included in typical
commercial mobile devices. Thus, extra accessories should
be installed. It will increase the cost of the positioning sys-
tem and bring inconvenience to users. On the other hand,
research about indoor visible light positioning based on
image sensors are also emerging®2. Kuo demonstrated
an imaging positioning system taking advantage of the
rolling-shutter effect of image sensors, and achieved
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decimeter-magnitude indoor positioning¥. Hossen esti-
mated the performance of imaging positioning systems
with image sensors of different resolution. A fish-eye
lens-equipped imaging positioning system is demonstrated
by Nakazawa with a maximum horizontal error of about
10 cm®. For these imaging positioning systems, multiple
reference light sources should be captured by image sen-
sors for 3-dimensional (3D) positioning, which raises a
requirement on the density of light sources in a positioning
cellular and has limitation in scenarios where the arrange-
ment of light sources is sparse.

In this Letter, an indoor imaging visible light position-
ing scheme based on a sampled sparse light source and a
mobile device that includes an image sensor and a gyro is
proposed. The scheme is demonstrated in a positioning
cellular with a single light source and an off-the-shelf
mobile phone. The experimental results show that the
average 2-dimensional (2D) and 3D positioning error
are only several centimeters even with a rotated, rolled,
and pitched mobile phone. Moreover, the distributions
of the 2D and 3D positioning errors are analyzed. To con-
sider the identification of different cellular, space coordi-
nates, and parameters of the reference light source in a
specific cellular can be transported via the rolling-shutter
effect of an image sensor™ or take advantage of visible
light communication®. This work will focus on the
high-precision positioning scheme in a typical cellular.

A typical scenario of indoor imaging positioning is
shown in Fig. 1. The reference light sources with the
diameter of d are mounted evenly with interval D, and
the image sensor is placed upward vertically. In previous
research, to make sure that at least three light sources in a
positioning cellular can be captured by the image sensor,
the density of light sources should follow
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Fig. 1. Typical scenario of indoor imaging positioning.

D+ d/2 < hx tan(g/2), (1)

where h is the vertical distance between the mobile device
and the ceiling and ¢ is the field of view (FOV) of the im-
aging system in the mobile device. This means that the
performance of this kind of positioning system is restricted
by the arrangement of the reference light sources and the
parameters of the imaging system on the mobile device.

In this Letter, a imaging positioning scheme that only
needs a single reference light source in a cellular to achieve
3D localization is proposed. The imaging positioning
scheme in a positioning cellular, as Fig. 2(a) shows, is dis-
cussed. At the transmitter, a single reference light source is
used, and it will be sampled into 5 reference points. At the
receive side an image sensor usually equipped by a mobile
device is considered. There will be a projective light spot
of the reference light source on the image sensor, which
includes 5 corresponding projective points.

In the imaging positioning scheme, a 3D Cartesian
coordinate system is defined in the room. The aim of
positioning is to obtain the space coordinate (z,y, z) of
the centroid O of the imaging lens according to the image
captured by the image sensor. It is clear that rotation,
pitch, and roll of the mobile device will influence the cap-
tured image. For an arbitrary orientation of a mobile de-
vice it can be expressed as three angles, as Fig. 2(b) shows,
namely the azimuth angle 6, roll angle y, and pitch angle
. A 2D Cartesian coordinate system is defined on the im-
age sensor whose origin is the centroid of the image sensor.
When the axis ' and 3 of the image sensor are parallel to

\

Fig. 2. (a) Positioning cellular and principle, (b) azimuth, roll,
and pitch angle of mobile device.

the axis z and y of the space coordinate system in the
room, respectively, 0, y, and w are defined as zero.

The flow chart of the proposed imaging positioning
algorithm is shown in Fig. 3. First, the image is captured
by the image sensor on the mobile device. At the same
time, the azimuth angle, roll angle, and pitch angle of
the mobile device are measured by the gyro integrated
in it. If the mobile device is rotated, pitched, or rolled,
the position and shape of the light source’s projective
image on the image sensor will be changed. In order to re-
move these influences, the captured image is restructured

according to
] [cos® —sin@] Hcosw 0 |7 al,
Ye | | sin® cos® 0 cos y Yoo |
(2)

where (2, yea) is the coordinate on the image sensor of
each pixel in the original captured image and (z., ¥i.)
is the corresponding coordinate in the restructured image
of the original pixel. Moreover, to reduce the complexity of
the algorithm, only pixels in the reference light source’s
projective image on the image sensor are computed.
With the restructured image, the imaging scheme is
introduced as Fig. 2(a) shows. First, 5 reference points
described  as A(xla Y1, Zl)7 B(xZa Y2, Zl)ﬂ C(x& Y3, Zl)a
D(zy, ya, 21), and E(zs, y5, 21) are sampled from the refer-
ence light source on the ceiling. The z coordinates of these
points are the same because they are in the same plane. A
is the centroid of the reference light source, B, C, D, and E
are 4 vertices of the circumscribed rectangle of the light
source, and BC is parallel to axis z of the space coordinate
system. The corresponding projective points in the
restructured image of these reference points are described
as A2, 1h), B(thah). Clhsh). D'(zh14), and
E'(xf, y5). According to the homothetic triangle theory
and geometrical optics, the vertical distance between
the ceiling and the imaging lens can be calculated as

fxd

"= (dy+dy)/2’

3)

where f is the focal length of the imaging lens, d;(ds) is the
distance between B’ and C'(E’). For reference point A and
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Fig. 3. Flow chart of the imaging positioning algorithm.
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the corresponding projective point A’ on the image sensor,
Eq. (4) should be followed:

h_QZ(ZL,*Il)Q‘F(y*yl)Q. (4)

f2 .Z',12 + y/12

Since the focal length f of the imaging lens can be
read out and the coordinate of A’ on the image sensor
plane, namely (z,¢,), can be obtained, Eq. (4) can be
simplified as

Ci(z—x1)>+ Cily—p1)* —h* =0, (5)
Cy = f2/(2F + 7). (6)

Similarly, to consider the other 4 pairs of reference
points and the corresponding projective points,

Ci(z—2)*+ Ci(y—p)* —h* =0
Co(z—29)° + Coy(y —92)> —h* =0
Cs(z —3)° + Cs(y — y3)> —h* =0, (7)
Cy(z—24)* + Cy(y— ) —h* =0
Cs(z—5)" + C5(y —y5)* —* =0
should be followed, where
Ci=f(?+y?)  i€2,3,4,5]. (8)

Finally, by taking advantage of the Levenberg—
Marquardt method, the least square solution of (z,y)
can be obtained by solving Eq. (7). Consequently, the
location of the mobile device (z,y,z; — h) is obtained.
In general, compared with®, the proposed positioning
algorithm needs to restructure the captured image and
the complexity is slightly increased. On the other hand,
it can achieve indoor localization with a rotated, pitched,
and rolled mobile device, and only needs a single light
source in a cellular, which is effective and very suitable
for scenarios with a sparse lighting infrastructure.

To evaluate the performance and robustness of the pro-
posed positioning scheme an imaging positioning cellular
is built with off-the-shelf devices. Proof-of-concept experi-
ments are made accordingly, and the block diagram is
shown in Fig. 4. At the transmitter a commercial light-
emitting diode (LED) lamp is driven to emit visible light
for both illumination and positioning. To consider that
the space coordinate and diameter of the LED lamp
can be transported by visible light communication they
are assumed as known constants here. At the receive side,
a mobile phone is used to capture image and gyro

. Indoor Channel
LED Driver . :
- Height 1.8m | [Imaging
F Lens ':> Image Sensor

LED //'
Light Source \
\

Positioning
Algorithm

Mobile Phone Computer

Fig. 4. Block diagram of the imaging positioning system.

information to position itself. To reduce the influence of
the halo around the LED lamp the exposure time of the
image sensor is controlled by an integrated imaging soft-
ware. Considering that a mobile phone is usually handheld
in practical application the front camera of the mobile
phone is used to capture the images and the distance
between the ceiling and the mobile phone is about 1.8
m. For simplicity, the captured information is transmitted
to a computer and processed offline, and it can be achieved
by a cloud service in practical usage. The key parameters
of the system are listed in Table 1, and the scenario of the
experimental cellular is shown in Fig. 5.

In experimental verifications the performance of the
proposed imaging positioning scheme in a practical system
is evaluated with different positions and orientations of
the mobile phone. A typical captured image and the cor-
responding restructured image for a specific location (0.8,
0.2, 0.2) of the mobile phone are shown in Fig. 6. In
Fig. 6(a), the image is captured with azimuth angle 270°,
roll angle 5°, and pitch angle 5°. Figure 6(b) is the corre-
sponding restructured image and 5 reference points are
sampled in it. It indicates that for a mobile device with
azimuth, roll, and pitch angles, the influences of these
angles on the captured image can be removed by the

Table 1. Key Parameters of Positioning System.

Parameters Value
Space coordinate of lamp (m) (0.35, 0.35, 1.8)
Diameter of lamp (mm) 84

Light output power of lamp (W) 5
Injection current of lamp (A) 0.5
Focal length of receiver (mm) 2.1

Pixel number of image sensor 1280 x 960
Pixel size of image sensor (pm) 1.9x 1.9
FOV of receiver (deg.) 60.3
Aperture of receiver 2.4
Cellular size (m) 0.7 x0.7x 1.8

Fig. 5. Scenario of the imaging positioning cellular.
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Fig. 6. (a) Captured image at (0.8, 0.2, 0.2), (b) corresponding
restructured image at (0.8, 0.2, 0.2).

proposed algorithm and reference points can be sampled
successfully. Moreover, due to the short exposure time
of the image sensor, the projective light spot of the light
source is very clear in the captured image, which made the
proposed scheme not sensitive to the background on the
ceiling and reflected lights from the scenario.

For the positioning experiment, first the mobile phone is
placed upward vertically with azimuth, roll, and pitch an-
gles equal to 0°. The distributions of the 2D /3D position-
ing errors and the corresponding cumulative distribution
functions (CDFs) are shown in Figs. 7 and 8(a), respec-
tively. The results show that in the positioning cellular
the average 2D/3D positioning error is 0.89/1.68 cm.
Moreover, for 95% of the points on the receive plane,
the 2D and 3D positioning errors are less than 1.67 cm
and 3.44 cm, respectively.

The positioning performance of the proposed scheme is
shown in Figs. 8(b) and 9 with an azimuth angle. For the
same positioning cellular the scheme is evaluated with an
azimuth angle equal to 270° and roll/pitch angles equal to
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Fig. 7. (a) 2D positioning errors with azimuth, roll, and pitch
angles equal to 0°, (b) 3D positioning errors with azimuth, roll,
and pitch angles equal to 0°.
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Fig. 8. CDFs of positioning errors with (a) azimuth, roll and
pitch angles equal 0°, (b) azimuth angle equals 270°, roll and
pitch angles equal 0°.
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Fig. 9. (a) 2D positioning errors with azimuth angle equal to
270°, roll, and pitch angles equal to 0°, (b) 3D positioning errors
with azimuth angle equal to 270°, and roll and pitch angles equal
to 0°.

0°. The average 2D /3D positioning error is 1.16/2.05 cm,
both slightly larger than the errors with an azimuth angle
equal to 0°. Moreover, for points on the receive plane,
95% of them are more accurate than 2.38/5.09 cm,
respectively, for 2D /3D positioning.

For a practical indoor positioning scenario the handheld
mobile phone usually works with an azimuth angle and is
slightly pitched and rolled. To consider that the receiver
can capture the image of a light source at each point on the
receive plane, the performance of the proposed imaging
positioning scheme is evaluated with an azimuth angle
equal to 270° and the roll/pitch angles equal to 5°. The
results are shown in Figs. 10 and 11. The average 2D/
3D positioning error is 1.50/2.67 cm. 95% of the measured
points on the receive plane are localized with positioning
errors no more than 3.46/4.96 cm for 2D /3D localization.
It indicates that the proposed scheme is effective even with
tilted mobile devices. The resolution of the front camera of
the used mobile phone is only 1.2 million pixels. With a
higher resolution camera the positioning error can be de-
creased further. Moreover, the distribution of the position-
ing error is nearly even for a tilted mobile phone on the
receive plane. By combining more cellular with a single
light source in a practical scenario together high-precision
indoor localization can be achieved in a large area. It is
worth noting that, in these experiments, the exposure
time of the image sensor is less than 2 ms. Thus, for a mov-
ing receiver with a typical walking speed, the positioning
system is still robust and the performance will not be
degraded greatly.
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Fig. 10. (a) 2D positioning errors with azimuth angle equal to
270°, and roll and pitch angle equal to 5°, (b) 3D positioning
errors with azimuth angle equal to 270°, and roll and pitch angles
equal to 5°.
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Fig. 11. CDFs of positioning errors with azimuth angle equal to
270°, roll, and pitch angles equal to 5°.

In general, for both 2D and 3D positioning in a cellular,
the proposed imaging positioning scheme can achieve pre-
cise localization with a centimeter-magnitude positioning
error at every measured point (including the points far
from the light source) on the receive plane, which is
accurate enough for high-precision indoor navigation
and LBS. Moreover, with the association of a gyro in
the mobile device and the proposed restructure algorithm,
the imaging positioning scheme can still work with a
rotated, rolled, and pitched mobile device. It means that
the proposed scheme is robust and suitable for practical
usage. According to the good positioning performance
of the proposed scheme in a cellular, high-precision and
robust positioning services are guaranteed by placing
many positioning cellulars evenly in various indoor scenar-
ios. Moreover, the identification and information trans-
portation of LEDs in different cellulars can be achieved
via the rolling-shutter effect of the image sensor as'?
shows.

In this Letter, an indoor imaging visible light position-
ing scheme with a sampled sparse reference light source
and a mobile device is proposed. Proof-of-concept exper-
imental verifications are made with a single light source
and an off-the-shelf mobile phone in a positioning cellular.
The results indicate that the localization performance of
the proposed scheme is high precision even with a rotated,

rolled, and pitched receiver and the 2D/3D positioning
errors are centimeters in magnitude. Moreover, the entire
positioning system is made of slightly modified existing
lighting infrastructures and a commercial mobile phone,
which means that the proposed imaging positioning
scheme can provide accurate, robust, convenient, and
cost-effective localization services and is suitable for
indoor positioning in various scenarios such as a ware-
house, supermarket, office, parking lot, and airport.

This work was supported by the National Natural
Science Foundation of China (No. 61475094) and the
National 973 Program of China (No. 2013CB329202).
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